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Directions Spend at most 15 minutes on the TLDR and then break up into groups to
solve problems.

1 TLDR

1.1 Operator Norm

The operator norm, denoted kAk, is

kAk = max
x s.t. kxk1

kAxk.

In words, it is the maximum amount the matrix A can scale a unit vector x. It is also
equal to the largest singular value of A.

1.2 Low Rank Approximation

We can find the best low rank approximation to B through its truncated singular value
decomposition. Suppose B =

Pr
i=1 �iuiv>i and we want to find, among all rank at most

k matrices, the matrix C that minimizes kB � Ck. The minimum is achieved by setting

C =
kX

i=1

�iuiv
>
i

in which case we have kB � Ck = �k+1.

1.3 Principal Component Analysis (PCA)

The goal of PCA is to find a k dimensional subspace that maximizes the projected vari-
ance. Suppose we are given p data points a1, · · · , ap and assume they are centered so
that

Pp
i=1 ai = 0. Then we want to find a matrix C with k orthonormal columns so as to

maximize
1

p

pX

i=1

kCTaik2

If we collect the data points into a matrix A = [a1, · · · , ap] then the maximum is obtained
by setting c1, · · · , ck = u1, · · · , uk where u1, · · · , uk are the first k left singular vectors
from the SVD of A. This same choice also minimizes the reconstruction error

1

p

pX

i=1

kai � CCTaik2
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2 Exercises
1. Show that for any n⇥m and m⇥ p matrices A and B we have

kABk  kAkkBk

Can you give an example where the inequality is strict?

2. Let A be a matrix with kAk = 10. For each of the following matrices, either deter-
mine the operator norm or argue that it cannot be determined from kAk alone.

(a) AA>

(b) A+

3. Let A be a 4⇥ 5 matrix with singular values �1 = 5, �2 = 3, �3 = 2 and the rest are
zero.

(a) Find the dimension of the nullspace of A.
(b) Let B be the best rank two approximation to A. What is the operator norm

of the noise A� B? What is the smallest non-zero singular value of B?

4. Suppose your data a1, . . . , ap is centered and spans a r dimensional space. If you
perform PCA to find the best k dimensional subspace that minimizes reconstruction
error. If k < r can the reconstruction error be zero? Why or why not?
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