Second Incompleteness Theorem.

We showed: If I" is consistent, I" }Xy.
Expressed in terms of the codes: CON(I') -~ ~ Bew ([T v 7]).
Formalizing this proof within I':

r t(CON(F) = ~Bew(["y"])

I | (CON() - v)
If T proves CON(I'), I proves .
But we know that, if I proves v, I is inconsistent.
Therefore, if I' is consistent, it doesn’t prove CON(I").

Lob’s Theorem. For I a recursively axiomatized extension of PA, (Bew([" ¢ 7]) - @) is
provable in I" if and only if @ is provable in I'.

Proof: (<) is obvious

This proof of (=) is due to Kripke.

Suppose ¢ isn’t provable in .
SoT U {~ @} is consistent.
By the second incompleteness theorem, CON(I"' u {~ @}) isn’t provable in " U {~ @}.

Reformulate this arithmetically:
I'0 {~ @} )~ Bew;o,(["~0=01]).
F'u{~e} W~Bew(["(~¢~~0=0)"]).
'V {~@} R~Bew(["¢"]).
I\ (~ @~ ~Bew(["¢])).
[ RBew(["@7]) -~ @)

We can formalize this argument:

T }Bew ([ Bew([" ¢ ]) - @) ']



