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Abstract—We create two experimental situations to elicit two affective states: frustration, and delight. In the first experiment,

participants were asked to recall situations while expressing either delight or frustration, while the second experiment tried to elicit

these states naturally through a frustrating experience and through a delightful video. There were two significant differences in the

nature of the acted versus natural occurrences of expressions. First, the acted instances were much easier for the computer to classify.

Second, in 90 percent of the acted cases, participants did not smile when frustrated, whereas in 90 percent of the natural cases,

participants smiled during the frustrating interaction, despite self-reporting significant frustration with the experience. As a follow up

study, we develop an automated system to distinguish between naturally occurring spontaneous smiles under frustrating and delightful

stimuli by exploring their temporal patterns given video of both. We extracted local and global features related to human smile

dynamics. Next, we evaluated and compared two variants of Support Vector Machine (SVM), Hidden Markov Models (HMM), and

Hidden-state Conditional Random Fields (HCRF) for binary classification. While human classification of the smile videos under

frustrating stimuli was below chance, an accuracy of 92 percent distinguishing smiles under frustrating and delighted stimuli was

obtained using a dynamic SVM classifier.

Index Terms—Expressions classification, temporal patterns, natural dataset, natural versus acted data, smile while frustrated

Ç

1 INTRODUCTION

AUTOMATING the process of recognizing human facial
expressions during natural interactions is a difficult

computer vision and machine learning problem. Most of the
previous exploratory studies have attempted to classify so-
called basic emotions (anger, disgust, fear, happiness,
sadness, and surprise) from images and videos ([2], [3] as
reported in [1]). Basic emotion facial expressions are widely
believed to be universally expressed, and their dynamics are
typically much stronger than in spontaneous day-to-day
facial expressions, which make them a natural place to start
training expression recognition systems. Also, given that the
majority of the available affective datasets contain basic
emotions, it is desired to work on them toward developing a
common benchmark. Through the use and analysis of basic
emotions, there has been a trend to correlate certain Facial
Action Coding Units (FACS) with affective states. In this
work, we demonstrate that correlating certain FACS with
affective states may contain surprising challenges while
working with spontaneous affective data.

One of the major challenges in affect recognition is

collecting datasets, which could be difficult, time consuming,

and expensive to construct. In the past, there have been

efforts to collect spontaneous sequences of basic and
natural emotions while the participants were acting,
reacting, or interacting. A few examples of such datasets
include RU-FACS [4], SAL [5], Spaghetti [5], SEMAINE [6],
Mind-Reading [7], and MMI [8]. Fig. 1 demonstrates a
graphical representation of each dataset in terms of whether
it is acted versus spontaneous and whether it contains basic
versus beyond basic emotions. Ideally, we would like to use
a dataset that contains spontaneous natural emotion for
affect analysis and includes more than basic emotions, as
shown in Fig. 1.

MMI is a publicly available dataset where 87 percent of the
data are acted for basic expressions, whereas the remaining
13 percent are based on spontaneous basic expressions. Given
the distribution of spontaneity versus acted in the MMI
dataset, we position the MMI dataset in Fig. 1 more toward
acted than spontaneous.

In the RU-FACS database, participants were given a
choice to lie about an opinion and receive $50 in return if
they successfully convinced the interviewer. Otherwise, they
would have to fill out a boring and time-consuming
questionnaire. Therefore, participants were more inclined
to lie, eliciting stronger emotions. Since the participants had
to act to hide their true position, one could argue that the
RU-FACS dataset is not fully spontaneous. Also, the RU-
FACS dataset is not publicly available at this time. SAL and
SEMAINE are publicly available datasets where participants
are worked through a range of emotional states through an
interface. The interface is controlled by an operator who acts
out one of four basic emotions (happy, sad, angry, and
neutral). The SEMAINE dataset contains 578 labeled
annotations, and 26 percent of them are “basic,” 37 percent
of them are “epistemic,” 31 percent of them are “interaction
process analysis,” and the rest are instances of “validity.” In
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the Spaghetti dataset, participants were asked to insert their
hand inside a box that contained a warm bowl of spaghetti.
Since the participants didn’t know what was inside the box,
they reacted strongly with disgust, surprise, fear, or
happiness. The Spaghetti dataset only contains three
participants with a total of 1 minute and 35 seconds long
data, but it is highly spontaneous. The “SAL” data consists of
audio-visual recordings of human-computer conversations.
The conversations are elicited through an interface called
“Sensitive Artificial Listener.” The interface contains four
characters with four different personalities—Poppy (happy),
Obadiah (sad), Spike (angry), and Prudence (pragmatic).
Each character has a set of responses that match their
personalities. It is hypothesized that as the participants
interact with Poppy/Obadiah/Spike/Prudence, the partici-
pants get drawn into the affect that those characters display.
The Mind-Reading dataset contains examples of more
complex mental states, e.g., concentrating, thinking, con-
fused, interested, agreement, and disagreement, and over a

dozen others, but it has professional actors acting all the
states.

In this paper, we make the argument that while working
with basic emotions has helped promote progress in
expression recognition, it is also important to push the
boundary of working with spontaneous naturalistic data
congruent with realistic tasks. For example, tools and
techniques derived to correlate FACS with basic emotions
may work well with acted or other limited forms of data;
however, the same techniques may not generalize well when
applied to more challenging natural data. To further
strengthen our hypothesis, let us provide an example. People
diagnosed with Autism Spectrum Disorder (ASD) often have
difficulty recognizing emotions [31], [32], especially in
natural contexts. Through therapy, they are taught to look
for certain features to determine the occurrence of a
particular emotion. Let’s say, according to their therapy,
they were told that lip corner puller (AU 12) and cheek raiser
(AU 6) would signal the emotion “delight.” According to this
rule, a person with ASD would label all the images in Fig. 2 as
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Fig. 1. Comparison of existing datasets in terms of spontaneous versus acted and basic versus beyond basic. An ideal dataset would be
spontaneous and contain a complete set of expressions.

Fig. 2. Four participants, each smiling while being in either a 1) frustrated or 2) delighted state. Can you tell which smile is which state? Answers are
provided in the Acknowledgments section. The images are printed with the written consent from the participants.
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“delight.” But in reality, half of the images in Fig. 2 were from
participants who were in frustrating situations and self-
reported to be strongly frustrated. If this rule were applied in
real life, say to declare one’s boss as “delighted” when she or
he was actually frustrated, then this could jeopardize not
only a single interaction, but potentially also the person’s job.
Better understanding is needed of spontaneous expressions
and where expressions like smiles with AU 6 + AU 12 truly
occur. To further stimulate the rest of the content of this
paper, the readers are requested to look at Fig. 2 and guess
the images where the participants were frustrated and
delighted. Answers are provided in the “Acknowledg-
ments” section of this paper.

Contrary to popular belief [20], a lot of resarchers have
argued that facial expressions serve as a mode of commu-
nication that may not necessarily reflect our emotional
experience [21], [22], [23], [24], [26], [27], [28]. To further
motivate this notion, let us provide a few scenarios:

1. Let’s assume that one of your close colleagues just
cracked a joke. However, you were not amused by it.
What would you do? Politely smile? Or hold a
neutral face?

2. Assume that you meet the same colleague at a
memorial service for one of your relatives. Your
colleague cracks a joke again on a different topic and
you found it to be hilarious. Would you break out in
laughter or just hold a neutral face given that you are
at a memorial service?

3. Assume that you are interacting with your boss who
happens to be monologuing without realizing it. You
notice that you are running late for your next
meeting, but your boss is still speaking, which adds
to your frustration. What would you do in this
context? Would you show the prototypical signs of
frustration in your face to indicate that you are
running late for your next meeting? Or would you
rather provide subtle cues (e.g., look at your watch,
appear busy) to indicate that you are interested in
wrapping up the conversation?

It is possible that in many social contexts, we encode
information through our facial expressions which could be
different from our experienced emotion. Do we do the same
when we interact with computers? With today’s technology,
computers are oblivious to our mental states and we don’t
have any social pressure to hide our emotional experience
when we interact with computers. However, it has been
shown [19] that our “interactions with computers, televi-
sion, and new media are fundamentally social and natural,
just like interactions in real life.” Therefore, it would be
interesting to test the hypothesis of whether we remain
socially aware with our facial expressions when we interact
with tangible objects like computers. This is more likely to
be possible if our experimental setup can capture sponta-
neous natural expressions.

In this study, we have set up two different experiments
(acted-recalled and naturally elicited) [30] to better under-
stand two particular mental states such as frustration and
delight, especially in context of human computer interac-
tion. We observe that many participants smile, contrary to
showing protypical signs of frustration, under natural

frustration. However, quite the opposite phenomenon was
observed when the participants recalled a frustrating
experience. This makes us wonder whether we implicitly
remain socially aware even when we interact with compu-
ters. It was interesting to see a lot of people smiling under
frustration. Is there a difference when people smile under
frustration as opposed to being genuinely delighted? How
do the classifiers perform on recognizing mental states such
as frustration and delight when acted, as well as when
naturally elicited? What can we infer from the results about
data collected through natural means as opposed to asking
people to act? How do humans perform in correctly labeling
smiles elicited under frustrated and delighted stimuli? Can
we develop automated systems to distinguish between
frustrated smiles and delighted smiles that perform better or
as well as their human counterpart? This paper attempts to
answer all these questions through a series of studies.

The remaining part of the paper is organized as follows:
Section 2 describes the acted-data experiment. Section 3
describes the elicited-data experiment. Section 4 (analysis 1)
reflects on recognition algorithms to distinguish among
mental states such as frustration, delight, and neutral when
acted and elicited, and provides a general discussion on
performance analysis and deeper insights on the problem.
Section 5 (analysis 2) investigates the difference between
frustrated smiles and delighted smiles and proposes an
algorithm to distinguish between the two that performs
better than its human counterpart.

2 EXPERIMENT 1: ACTED DATA

The experiment took place in a well-lit empty room where
participants were expected to interact with a computer
program. The participants interacted with the computer
program which consisted of a 2D image of an avatar (Fig. 3).
During the interaction, the avatar would ask a sequence of
questions. The questions would appear in form of text on
the interface (Fig. 3). The participants would wear a headset
and speak directly to the avatar to answer the questions.
Additionally, there was a video camera to capture the face
of the participant. The exact interaction between the avatar
and the participant was as below:

Avatar: Hi There! I am Sam. I hope to be a real avatar
someday. But today, I am just a 2D image who would like to
interact with you. (Pause for 15 seconds.)

Avatar: I hope you have signed the participant agree-
ment form. If yes, please say your participant number.
Otherwise, just state your name. (Avatar waits for the
participant to speak and finish.)
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Fig. 3. Two dimensional image of the computer program used in the
“Acted data experiment.”
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Avatar: Please briefly say a few sentences about why you
are interested in this study? (Avatar waits for the
participant to speak and finish.)

Avatar: Now describe one of your most frustrating
experiences. You are encouraged to show signs of frustra-
tion through your face and speech. (Avatar waits for the
participant to speak and finish.)

Avatar: Now describe one of your most delightful
experiences. You are encouraged to show signs of delight
through your face and speech. (Avatar waits for the
participant to speak and finish.)

2.1 Participants

The “Acted Data Experiment” consisted of 15 partici-
pants—10 male and five female. All of them were employ-
ees at a major corporation and their ages ranged from 25-40.
From 15 participants, we gathered 45 clips of frustration,
delight, and neutral expressions (three clips from each
participant). The average duration per clip for delight and
frustration was over 20 seconds, whereas the average
duration for neutral was around 10 seconds. Participants
wore Logitech ClearChat Comfort USB headsets to com-
municate with the avatar. The frontal face of the participant
was recorded using a Logitech 2 MP Portable Webcam
C905. Logitech webcam software was used to connect the
webcam with the PC providing 30 frames per second.

3 EXPERIMENT 2: ELICITED DATA

For this study, 27 new participants were recruited. The
participants were not part of “Acted data experiment” and
were blind to the hypothesis. The participants were told
that they would have to evaluate the usability of a web form
and provide suggestions for improvement, if necessary.
After the participant entered the room, the participant was
told that s/he would have to fill out a web form. They were
also instructed that based on how the task progressed,
the participant might or might not be asked to speak to the
camera to provide feedback on the form. The form
contained 10 biographical questions (details in Table 1),
including a field for date and current time without
instructions on the format. The participants were instructed
not to leave the experiment room until they navigated to
the confirmation screen of the form (screen 16 of Table 1).
The exact sequence of interactions between the form and the
participant is provided in Table 1.

All the text messages in Table 1 were converted into .wav
files. As the participants navigated from one screen to
another, the interface would read the text message out loud.
The texts were converted into .wav files using AT&T’s
publicly available text to speech engine with a female
American accented voice. Initially, the participants are
asked two questions (screens 3 and 4 of Table 1), one after
another. The purpose of those questions was to elicit
expressions that were more likely to be neutral. The reason
we opted for two consecutive questions is because during
the pilot study we noticed that a lot of participants felt
awkward looking at the camera for the first time. As a result,
they either laughed out of embarrassment or provided a
very brief answer, when asked, “Why are you participating
in this study?” Adding a follow up question in the next
screen helped them to loosen up, which resulted in a more

neutral answer for the second question. We have seen this
“first expression” effect dominate expressed emotions

regardless of which emotion the stimuli were designed to

326 IEEE TRANSACTIONS ON AFFECTIVE COMPUTING, VOL. 3, NO. 3, JULY-SEPTEMBER 2012

TABLE 1
The Sequence of Screens for the Natural Experiment

The same sequence was maintained for all the participants [30].

Authorized licensed use limited to: MIT Libraries. Downloaded on September 15,2020 at 22:49:51 UTC from IEEE Xplore.  Restrictions apply. 



elicit, and we encourage scientists to consider this when
designing emotion elicitation experiments.

The biographical forms (screens 5, 7, and 9 in Table 1)
contained a timer that started counting the elapsed time. We
intentionally put the timer in the middle of the screen in large
font. Right mouse click and CTRL keys of the keyboard were
disabled to prevent participants from copying content from
one screen to another. The claim that 94.5 percent of the
previous participants were able to finish this study in less
than 2 minutes was a made up number to put more pressure
on the participants. After three attempts to submit the form,
the participants eventually reach screen 10 where they are
asked to solve a CAPTCHA to move forward. We used
Google images (images.google.com) to select a few nearly
impossible CAPATCHAs for this study. Therefore, regard-
less of whatever the participants typed, the interface kept on
prompting error message asking participants to solve another
CAPTCHA. After three trails, the participants would reach
screen 13, where the interface would prompt them to provide
feedback on what they had done wrong and why they were
unable to finish the form in less than 2 minutes unlike most
participants. In this phase of the study, we expected the
participants to be somewhat frustrated and demonstrate
signs of frustrations either through their face, speech, or both.

In screen 14, participants begin the second phase of the
study. In this phase, participants were given time to relax a
bit and think of a funny experience that they would have to
share momentarily. To help them transition into a relaxed
state of mind, the interface shows them a funny YouTube
video of a baby laughing uncontrollably. This particular
video has more than 11 million views since 2006 and can be
viewed through this link, http://tinyurl.com/tac-affective.
This video was picked because we felt that laughing is
contagious and it may help to distract the participants from
their frustrating experience of filling out the form. At the
end of the experiment, the majority of the participants
mentioned that even though they had watched the video
before, they still found it funny and exhilarating. After the
end of the interaction with the web form, we set up a
debriefing session asking the participant to self-report how
frustrated and delighted they were on a scale of 1-10 while
they were filling out the form and watching the funny
video. The entire interaction was recorded using a Canon
3.89 MP VIXIA HF M300 Camcorder and an Azden WMS-
PRO Wireless Microphone. The Canon VIXIA HF M300
captured video in 30 frames per second.

The recorded footage was split into two different
categories: 1) “Feedback” (contains both audio and video)
2) “Interaction” (contains only video, but no audio). The
Feedback dataset consisted of facial expressions and speech
data of participants as they directly spoke to the camera with
their feedback regarding the form and sharing a funny
experience (e.g., screens 4, 13, and 15 of Table 1). The
Interaction dataset consisted of clips of participants when
they were either filling out the form or watching the YouTube
video (e.g., screens 5, 7, 9, and 14 of Table 1).

3.1 Participants and Data Set

There were a total of 27 graduate students who participated in
this study. Five of them were female and 22 male. All of them
were blind to the hypothesis of this study. In postexperi-
mental debriefing, three participants informed us that they
were able to figure out that the forms were intentionally

designed to be buggy to provoke frustration from them. Since
they were able to determine the objective of the study, we
eliminated their data, resulting in 24 clips of frustration for the
“feedback” dataset. Four of our participants were unable to
remember a funny experience from their past during the
experiment. Two of the participants told us in the debriefing
that they were so frustrated filling out the form that they were
reluctant to share a delightful experience with the camera. As
a result, from 27 participants, we ended up having 21 clips of
delight for the “feedback” dataset. For neutral expressions,
we only considered expressions from screen 4, as indicated in
Table 1, and ignored the expressions elicited in screen 3.
Therefore, we had 27 instances of neutral expressions for the
“feedback” dataset. The average length of each clip in the
“feedback” dataset for frustration and delight was a little over
30 seconds, and for neutral it was around 15 seconds.

4 ANALYSIS 1: ACTED VERSUS ELICITED

FEEDBACK

In Analysis 1, we take acted instances of frustration, delight,
and neutral from experiment 1 and naturally elicited
instances of frustration, delight, and neutral from the
“feedback” dataset of experiment 2. The goal was to allow
for a comparison of recognition results on both acted and
elicited data where both facial expressions and speech were
present. Below are the descriptions of the facial and speech
features used for classification.

4.1 Face Analysis

We used Google’s facial feature tracker (formerly known as
Nevenvision) [33] to track 22 feature points: eight points
surrounding the mouth region, three points for each eye,
two points for each eye-brow, and four points for two
nostrils, nose tip, and nose root. Points 23 and 24 shown in
Fig. 4 were extrapolated.

We calculated raw distances (in pixels) as well as their
standard deviations across facial feature points. For exam-
ple, distances and standard deviations between 12 and 11, 9
and 10, 2 and 18, 1 and 17, 11 and 21, 9 and 22, 7 and 8, 5
and 6, etc., were calculated.

The local distances among those points as well as their
standard deviations were measured in every frame and used
as features [9]. Additionally, we used Sophisticated High-
speed Object Recognition Engine (SHORE) [10], [17] API by
Fraunhofer to detect the intensity of smiles. The SHORE API
provides an agnostic score between 0-100 for smiles by
analyzing the entire face including mouth widening,
zygomaticus muscles, orbicularis oculi, and other regions
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Fig. 4. Extracted feature points of the face using Google Tracker.
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of the face in every frame. In this paper, the score is referred
to as the smile intensity. All the features were tracked in
every frame. The features extracted per clip were averaged to
form a feature vector per clip. In the first experiment with
acted data, while trying different techniques, averaging all
the features across each clip yielded satisfactory results.
Therefore, to allow for a valid comparison, in the second
experiment with naturally elicited “feedback” data, we also
averaged all the features across each clip. We have also
investigated temporal patterns of the features per clip, which
is reported in Section 5 of this paper.

4.2 Speech Analysis

We computed prosodic features related to segmental and
supra-segmental information, which were believed to be
correlates of emotion. Using Praat [4], an open source speech
processing software package, we extracted features related
to pitch (mean, standard deviation, maximum, minimum),
perceptual loudness, pauses, rhythm, and intensity, per clip.

4.3 Final Feature Set

There were 45 clips from experiment 1 and 72 clips from the
“feedback” dataset from experiment 2. For each individual
clip, we extracted audio and video features and concatenated
them in a vector such that each clip’s feature vector was as
follows: Vclip ¼ fA1; . . . ;An;F1; . . . ;Fmg, where A1; . . . ;An

are n speech features and F1; . . . ;Fm are m facial features.
In this study, n was equal to 15 and m was equal to 25; features
are described below.

4.4 Results

We used five classifiers (BayesNet, SVM, RandomForest,
AdaBoost, and Multilayer Perceptron) from the WEKA
toolbox [6], to compare the classification accuracy between
the elicited face+voice data and the acted face+voice data.
There were 45 instances of acted data and 72 instances of
naturally elicited feedback data. One sample was removed
for each dataset and held out as the test sample. Leave-
one-out K-fold cross validation (K ¼ 44 for acted, and K ¼
71 for naturally elicited feedback) was applied. The model
was trained on K-1 samples, while testing its parameters
on the remaining sample, and repeating leaving a different
one out each time. Through this iterative process, optimal
parameters were chosen and then tested on the unseen test
sample. This was repeated for all samples in the dataset,
yielding 45 test results for acted and 72 test results for
feedback dataset for each classifier. Fig. 5 shows all the
classifiers performed significantly better with acted data
compared to elicited data (using a leave-one-out test).
The highest accuracy for acted data was 88.23 percent
(chance for each category was 15 out of 45 or 33 percent)
while the highest accuracy for naturally elicited feedback
data was only 48.1 percent (chance for delight was 21 out
of 72 or 29 percent, chance for neutral was 27 out of 72 or
38 percent, and chance for frustration was 24 out of 72
or 33 percent). The higher accuracy for the acted data held
across the models with the average accuracy across all the
classifiers for acted data around 82.34 percent, a value that
dropped to 41.76 percent for the three-class classification of
the elicited data.

Additional analysis on the feature vectors for participants
from experiment 1 and experiment 2 revealed that in the

acted data, close to 90 percent of the participants did not
smile when they were encouraged to show frustration while
recalling being frustrated. On the contrary, in the elicited
data, close to 90 percent of the participants did smile when
they were frustrated.

The results shown in Fig. 5 demonstrate significant
differences in correctly classifying instances when the
expressions are acted as opposed to being elicited. One
possible explanation is that acted expressions seem to
contain prototypical facial features, whereas elicited data
may not contain similar facial attributes. That might be why
recognizing unique features of expressions and feeding
them in a classifier worked fairly well with acted data, but
the performance degraded significantly when applied on
elicited data. To further stimulate our findings, along with
reporting the average, we also conducted an examination of
subtle individual differences in terms of expressions. As
part of postanalysis, we went through the analysis of each
individual to get more insights on whether there are
subcategorical patterns among our participants. Specifi-
cally, we zoom into a narrow set of smiles to analyze the
intrinsic dynamics of the expressions.

Analyzing each individual clip from feedback dataset of
Experiment 2, for all the participants, revealed interesting
findings. We noticed that almost all of the participants,
despite self-reporting to be extremely frustrated, did not
show the prototypical signs of frustration. In fact, in most
cases, participants showed signatures of delight (e.g., smile)
while providing their unpleasant feedback of filling out the
form. One possible explanation is that all the participants
were MIT colleagues and therefore they refrained from being
impolite given the dynamics of everyday social interaction.
However, they were in a room alone during the study.
Another possible reason for the greater smiling might be that
the population in this study uses smiling to cope with
frustration and to keep going. The participants in the second
study, MIT graduate students, are all very accomplished and
part of what might have helped them get where they are
today is that they may have great coping abilities that
perhaps use smiling to make them feel better when things go
wrong. However, the participants in the first study, while
none were students, were all also accomplished professional
researchers at a top industrial research lab and one could
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Fig. 5. Classification accuracy for recognition of frustration, delight, and
neutral states using various classifiers with elicited and acted data. The
accuracy is reported using the leave-one-out method.
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argue that they would have similar excellent abilities for
coping with frustration, and probably even more experience
in doing so.

The occurrences of frequent smiling in elicited frustration
may help explain why some people diagnosed with ASD
find it hard to make precise sense out of spontaneous facial
expressions. If one is taught that smiles mean happiness,
then it would be easy to mistake smiles from a frustrated
person as evidence that things are going great. Subsequently,
walking up and smiling to share that person’s “happiness”
could be misconstrued as insensitivity or worse, and lead to
numerous problems.

Almost all of our participants from experiment 2,
whether frustrated or delighted, demonstrated signatures
of smile (AU 12) during their interaction. This is problematic
data for those who promote that smile is a strong
disambiguating feature between delight and other affective
states. To better understand this phenomenon, we analyzed
and compared the smiling patterns of each participant when
they were frustrated and delighted. Some of the interesting
characterizing patterns are plotted in Fig. 6. A small subset
of the participants, as shown in Figs. 6a, 6b, and 6c, have
clear separation of their smiles in terms of magnitude or
intensity when they were frustrated and delighted. How-
ever, the pattern dissolves immediately when averaged with
the rest of the participants. This phenomenon once again
motivates the need to look at individual differences rather
than reporting the average. In the context of delight, the
intensity traces in Figs. 6d, 6e, 6f, and 6g demonstrate that
some participants gradually progressed into peaks in terms
of smile. This finding is very insightful because now it
supports the need to analyze the temporal dynamics of the
smiles. Another interesting occurrence to observe, especially
in Figs. 6g and 6f, is that some people could initiate a
frustrating conversation with a big social smile and then not
smile much for the rest of the conversation. The prevalence

of smiles when the participants were frustrated could likely
be the social smile that people use to appear polite or even to
cope with a bad situation by trying to “put a smile on.”

Smiling under the condition of frustration or failure,
even though surprising, is not a new phenomenon that we
are reporting in this paper. Ekman et al. mentioned in [25]
that people often smile when experiencing unpleasant
emotions in the presence of others. It has been shown in
earlier work [16] that preschoolers tended to demonstrate
more true smiles in the sense of a “Duchenne” smile (Lip
Corner Pull or AU 12, and cheek raised or AU 6) when they
failed as opposed to when they succeeded. In this study, we
observe that people seem to smile in unpleasant situations
even when they interact with computers. Since it has been
argued that interactions between people and computers are
social and natural [19], it is possible that the participants
under frustrating situations were trying to communicate
their aggrevation and acceptance of the situation, and trying
to communicate that they were being put upon—to an
imaginary interactant. This explanation does not come as a
surprise since Fridlund [26] demonstrated that people who
watched a pleasant videotape with friends smiled the same
amount as people who watched a video with the belief that
their friends were also watching the same in another room.
In other words, it is possible for people to experience
relevant social context even if they are alone, and enable it
to guide the interaction patterns.

Is it possible for smiles under delighted and frustrated
stimuli to have different temporal patterns? Messinger et al.
[18] demonstrate that in the context of face to face
interactions between adults and infants, contrasted types of
smiles (e.g., Duchenne and non-Duchenne) can happen one
after another in similar situations. But they usually occur in
different temporal phases of a continuous emotional process.
All these previous [29] findings further strengthened our
observation that it might be useful to analyze the temporal
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Fig. 6. (a)-(h) Graphs of eight participants whose patterns are representative of the rest of the participants. The x-axis is the time in seconds and the
y-axis is the smile intensity/strength. (a), (b), and (c) are examples of participants who have distinct patterns of smile intensity when they are
frustrated and delighted. (d), (e), (f), and (g) provide examples of how the state of delight builds up in terms of smile intensity through time. (f), (g) are
examples of participants who initiated their frustration with a social smile. (h) is an example of one person who exhibited similar smile patterns
regardless of whether delighted or frustrated.
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patterns of smiles as they occurred under delighted and
frustrated stimuli as opposed to equating the presence of
smiles with delight and absence of smiles with frustration.

5 ANALYSIS 2: ELICITED INTERACTION DATA

In analysis 2, we zoom into the naturally elicited “interac-

tion” data from experiment 2 toward development of an

algorithm utilizing temporal patterns to classify them into

appropriate classes.
The “interaction” dataset contained instances of smiles

under frustrated and delighted stimuli, as the participants
were either filling out the forms or they were watching the
YouTube video. Since the participants were asked to hold
their natural posture to elicit natural interaction during the
experiment, in the post data-analysis stage, we noticed a
lot of participants moved out of the camera frame as a
result of natural movement. This resulted in 14 sequences
of smiles under delighted stimuli and 20 sequences of
smiles under frustrated stimuli. The examples of smiles
under frustrated stimuli were 7.45 seconds (std: 3.64) and
smiles under delighted stimuli were around 13.84 seconds
(std: 9.94) long on average.

The system diagram of our algorithm to distinguish

between the smiles under frustrated and delighted stimuli is

provided in Fig. 7. Fig. 7a refers to the video stream which

was segmented into smaller sequences based on the rule

described in Fig. 8.
Each sequence is then run through a feature extraction

algorithm to determine the probability of the participant
smiling in each frame, as explained in Section 4.1. The
resultant graph per sequence looks like Fig. 7b, where the
x-axis represents time and the y-axis represents the intensity
of the smile. We split each sequence into smaller segments
(30 frames, 1 second) and extract local features (Section 7.1)
per segment, as shown in Fig. 7c. The feature sets are then
classified to distinguish between the smiles under frustrated
and delighted stimuli.

5.1 Features Extraction

Local Features. As mentioned in the previous section, each
smile sequence gets broken into smaller segments. We
measure global peak and the global gradient across the
entire segment. From the smaller segments, we only extract
local mean and local peak, as shown in Fig. 9. Given all the
extracted local and global features, we infer the following
four features that compare each local segment with the
entire segment:

1. Percentage of local frames above global mean.
2. Local mean: mean value within the segment.
3. Gradient across the segment: change in smile intensity

per frame along with the x-axis.
4. Peak comparison = LocalPeak

GlobalPeak .

5.2 Classification

The feature vectors and labels were used to train, validate,
and test four models (SVM, D-SVM, HMM, HCRF) (details of
data splits are in Section 5.3). These experiments were
carried out in order to evaluate the performance of classifiers
with different dependence assumptions and to compare the
performance of static versus dynamic and generative versus
discriminative classifiers. The SVMs were implemented
using LIBSVM [11]. The HMMs were implemented using
the HMM toolbox for MATLAB [12]. The HCRF classifiers
were implemented using the HCRF toolbox [13].

5.2.1 Support Vector Machines

A Support Vector Machine classifier, a static discriminative
approach to classification, was used as the first benchmark.
Binary classifiers were trained with one class being delight
and another one being frustration. A Radial Basis Function
(RBF) kernel was used. During the validation the penalty
parameter, C, and the RBF kernel parameter, �, were each
varied from 10k with k ¼ �3; . . . ; 3.
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Fig. 7. Methodology for smile classification. (a) Segment smile sequence
from clip, (b) extract smile intensity from frames of smile segment, (c)
form feature vectors from 1-second segments of smile intensity, (d)
classify input vector using SVM, HMM, or HCRF.

Fig. 8. Logic of clip extraction from a larger file.

Fig. 9. Description of the local and global features.
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For the SVM, all the local features for the 1-second long
segments were averaged over the entire sequence to form a
4d vector. These inputs were used to train an SVM. The
D-SVM was a pseudodynamic model in which the time
samples were appended. As the video samples were of
varying lengths, zeros were appended to the end to form
input vectors of equal length, 128 (32 seconds * 4 features/
second). After subtracting the mean from the data matrix,
Principal Component Analysis (PCA) was used to reduce the
dimensions. The four largest principal components were
used to build the model. This process was repeated for all
iterations of the validation and training scheme.

5.2.2 Hidden Markov Model

HMMs are one of the most commonly used methods in
modeling temporal data. We trained one HMM each for the
delight and frustration classes. This is a dynamic gen-
erative approach to modeling the data. In testing, the class
label associated with the highest likelihood HMM was
assigned to the final frame of the sequence. During the
validation the number of hidden states (1; . . . ; 5) was
varied, with two states being the most frequently chosen
as performing the best.

5.2.3 Hidden-State Conditional Random Field

In contrast to HMMs, Conditional Random Fields (CRFs)
and CRF variants are discriminative approaches to model-
ing temporal data as shown in Fig. 10. The CRF model
removes the independence assumption made in using
HMMs and also avoids the label-biasing problem of
Maximum Entropy Markov Models (MEMMs) [14]. The
dynamics of smiles are significant in distinguishing between
them [15]; as such, we hypothesized a potential benefit in
removing the assumption that current features are solely
dependent on the current valence label. During validation,
the regularization factor (10k with k ¼ �3; . . . ; 3) and
number of hidden states (0; . . . ; 5) were varied, with a
regularization factor of 10 and two states being the most
frequently chosen as performing best.

5.3 Results

In this section, we present the performance of a static model
(SVM), a pseudodynamic version of SVM, and two dynamic
models (HMM, HCRF). We had 34 samples in the dataset.
First, one sample was removed from the dataset and held out
as the test sample. Leave-one-out K-fold cross validation
(K ¼ 33, training the model on 32 samples, testing its
parameters on the 33rd, and repeating leaving a different

one out each time) was performed to find the optimum
parameters. The best of these was tested on the test sample.
This was repeated for all samples in the dataset (34),
providing 34 test results for each model. The HMM models
required no more than 30 iterations during training. The
HCRF needed no more than 300 iterations in training. Table 2
provides a comparison of the performance of the models.

In describing the following measures, we consider delight
to be the positive class and frustration to be the negative
class. Sensitivity measures the proportion of actual positives
that are correctly identified, and specificity measures the
proportion of negatives that are correctly identified. The
F-score (the ratio of geometric mean and arithmetic mean of
precision and recall) provides the coherence between the
precision and recall values of the model and is a very good
indicator of the reliability (higher F-score implies a better and
more reliable model) of the predicted values

F � score ¼ 2 � precision � recall
precisionþ recall :

In order to compare the machine performance with human
performance, we asked 10 individuals, who were not part of
this experiment and were oblivious of the experiment
objective, to label the 34 video clips (without sound) “for
frustrated smiles and for delighted smiles.” The labelers were
instructed to watch each clip and predict whether the
participant in the clip was in happy and frustrated state of
mind. During the labeling process, the average accuracy
among 10 labelers toward labeling the delighted smiles was
84 percent (chance was 14 out of 34 or 41 percent), and the
accuracy for the frustrated smiles was 54 percent (chance was
20 out of 34 or 59 percent), with an overall accuracy across
both categories of 69 percent.

A detailed performance comparison between humans and
the classifiers to recognize smiles under frustrated and
delighted stimuli is provided in Fig. 11. Fig. 12 demonstrates
visual sequences of smiles under delighted stimuli
(Fig. 12A(I-III) and frustrated stimuli (Fig. 12B(I-III)). Careful
observation does reveal the fact there is a stronger smile
signature in the frustrated smile compared to the delighted
smile, which may explain why most people got it wrong.
However, all of our classifiers (except for HCRF for the
instance of delight) were able to classify the instances shown
in Fig. 12 correctly. This demonstrates that our algorithm not
only properly utilizes the signatures of smile (e.g., lip corner
pull, cheek raiser, etc.), but also the pattern in which they
appear in time.

6 DISCUSSION

We demonstrate in this work that it is useful to explore how
the patterns of smile evolve through time, even over many
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TABLE 2
Performance Statistics for SVM, D-SVM, HMM, HCRF

toward Binary Classification

Fig. 10. Structure of models. Xj represents the jth observation, Sj the jth
hidden state and Y class label. The HMM requires a chain to be trained
for each class label.
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seconds (smiles under frustrated stimuli averaged 7.5 sec.
and smiles under delighted stimuli averaged 13.8 sec.). The
average smile intensity per clip under delighted stimuli was
76.26 percent (std: 17.8) and for frustrated stimuli, it was
47.38 percent (std: 28.9). While a smile of similar intensity
may occur in positive and in negative situations, its dynamic
patterns may help to disambiguate the underlying state.

Smiles are not only a universal, but also a multifaceted
expression. We smile to express rapport, polite disagree-
ment, delight, favor, sarcasm, and empathy. Being able to
automatically recognize and differentiate the different types
of smiles could fundamentally change the way we interact
with machines today. Moreover, it is very important that a
machine discern the difference between a frustrated
customer and a delighted one and not just assume that a
smile means the customer is happy.

Analysis on the feedback datasets collected from experi-
ment 1 and experiment 2 revealed that in the acted data, close
to 90 percent of the participants did not smile when they
were frustrated. On the contrary, in the naturally elicted
feedback dataset of experiment 2, close to 90 percent of the
participants did smile when they were frustrated. We were
surprised to see a lot of participants smile despite self-
reporting to be frustrated. This further motivated us to
develop algorithms, described as part of analysis 2, to
distinguish between the spontaneous naturalistic examples
of smiles under delighted and frustrated stimuli. To do this,
we have automated the process of extracting temporal facial
features in real time that are believed to be correlates of
smiles. Among the four classifiers, the most robust classifica-
tion was achieved using D-SVM with an accuracy of
92 percent and F1 score 0.92. It is a little surprising that
D-SVM outperformed HMM and HCRF for our dataset,
especially when HMM and HCRF have been shown to
perform well modeling temporal data. However, with the
addition of more classes and training samples, the best
model might change. All the classification models that we
have used in this paper could be implemented as part of a
real-time system. Also, it is worth noting that given the
limited set of smiling instances, we used leave-one-out
method as opposed to k-one-out, where k > 1. Leave-one-out
methods could provide optimistic results on unseen data.

However, with the availability of more data, the system
could scale to recognize a wide variety of smiles.

In our dataset, the gradient across the entire smiling
instance was the most important feature toward distinguish-
ing between delighted smiles. While this is an important
finding, it needs to be further validated across a larger
dataset and individuals.

Our immediate extension of this work would be to
explore other facial and speech features for characterizing
individual subcategorical patterns. Continued work in this
direction will hopefully help us to redesign and reshape
existing one-size-fits-all expression recognition algorithms.

How good are we at differentiating the patterns of
delighted smiles and frustrated smiles if we can only look
visually at videos of facial expressions? Our results, as
plotted in Fig. 11, show human ability to identify sponta-
neous frustrated smiles by looking at the facial cues is below
chance, whereas we perform comparatively better in
identifying the spontaneous delightful smiles. Therefore,
one may question if we can build systems that perform better
than the human counterpart disambiguating between natu-
rally occurring smiles under delighted and frustrated stimuli
by only analyzing facial expressions. Our results demon-
strate that our automated system offers comparable or
stronger performance in recognizing spontaneous delighted
smiles. However, the system performs significantly better by
correctly labeling all the spontaneous smiles under frustrated
stimuli compared to the below-chance human performance.

It is interesting to note that even though it is possible for
people to smile under frustration, we usually have a
predefined mindset of not associating smiles with frustra-
tion. This mindset was reflected in our study through the
human’s inability to label the frustrated smiles correctly, as
well as the human posers who posed frustration without
smiles. Presumably, they would have actually smiled if they
had been frustrated.

One would wonder, and rightly so, why would a machine
perform better than the humans in recognizing instances of
spontaneous frustrated smiles? One possible explanation is
that humans usually rely on additional information that they
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Fig. 12. A(I-III) sequences of images while a user is subjected to a
delightful stimuli. B (I-III) sequences of images while a user is subjected
to a frustrating stimuli. Only five out of 10 of our human labelers were
able to label the video sequence containing images A (I-III) as a
delighted smile, and only one out of 10 of our human labelers was able
to label the video sequence containing images B (I-III) as a frustrated
smile. However, all of our classifiers (except for HCRF for the instance of
delight) were able to classify the instances.

Fig. 11. Bar chart comparing the performance of the human and
computer labeling of 34 delighted and frustrated smile sequences.

Authorized licensed use limited to: MIT Libraries. Downloaded on September 15,2020 at 22:49:51 UTC from IEEE Xplore.  Restrictions apply. 



sense using other modalities (e.g., prosody, spoken words,
context) to disambiguate among different kind of smiles.
Unavailability of such information could reduce a person’s
ability to understand emotions. Machines, however, could
utilize the local intrinsic structures of the temporal patterns
in the context of the entire sequence, discovering unique
patterns that are typically not seen by humans. Another
possible explanation is that we have used a skewed number
of samples (62 percent instances of frustrated smiles and
38 percent instances of delighted smile) in our training
process. Therefore, the classifier is more likely to do better in
categories where it has seen more examples. However,
humans have seen examples of these smiles throughout their
life in everyday interactions, so this does not explain why
they are not better still.

7 CONCLUSION

In this study, we have set up experiments to collect acted and
elicited expressions of frustration and delight, and run
analysis with multiple methods to automatically classify
them. We observe that even using the simplest approach of
averaging features over video clips, we get an average of
82.3 percent accuracy on all the classifiers on the acted data, a
value that dropped to 41.8 percent for the same three-class
classification using elicited data. Additionally, in 90 percent
of the acted cases, participants did not smile when frustrated,
whereas in 90 percent of the elicited cases, participants
smiled during the frustrating interaction despite self-report-
ing significant frustration with the experience.

We proposed, implemented, and evaluated an automated
system that can correctly extract and classify sequences
containing smiles under delighted and frustrated stimuli
gathered from experiment 2. As part of validation, we
trained a variety of static and dynamic models, both
generative and discriminative. The models were evaluated
with K-fold validation and testing schemes. The best
classifier distinguished between the patterns of spontaneous
smiles under delighted and frustrated stimuli with 92 percent
accuracy. Moreover, individually the classifier was able to
identify all the instances of smiles under frustrated stimuli
correctly, compared to below chance performance
(53 percent) of humans. Meanwhile, the performance of
recognizing delighted smiles was comparable between
humans and machines.

We successfully demonstrate through our work that
carefully designed experiments to elicit spontaneous natural
expressions can show that sometimes surprising things
occur—like 90 percent of frustrated participants smiling.
These data can then be used to develop automated systems
that recognize spontaneous expressions with accuracy high-
er than the human counterpart. We hope that our work will
motivate the field to move beyond the trend of working with
“six basic emotions,” move beyond teaching people that
“smiles mean happy,” and continue to develop methods to
interpret challenging spontaneous data that contain complex
patterns of expression.
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